How feedback inhibition shapes spike-timing-dependent plasticity and its implications for recent Schizophrenia models
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Abstract

It has been shown that plasticity is not a fixed property but, in fact, changes depending on the location of the synapse on the neuron and/or changes of biophysical parameters. Here we investigate how plasticity is shaped by feedback inhibition in a cortical microcircuit. We use a differential Hebbian learning rule to model spike-timing dependent plasticity and show analytically that the feedback inhibition shortens the time window for LTD during spike-timing dependent plasticity but not for LTP. We then use a realistic GENESIS model to test two hypothesis about interneuron hypofunction and conclude that a reduction in GAD67 is the most likely candidate as the cause for hypofrontality as observed in Schizophrenia.
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1. Introduction

Spike-timing dependent plasticity (Markram et al., 1997; Magee and Johnston, 1997; Bi and Poo, 1998) is a special form of Hebbian learning (Hebb, 1949) where the order of the pre- and postsynaptic events determine weight growth or decay. Plotting different timings between pre- and postsynaptic potentials against the weight change leads to the so-called STDP curve. Typically pre- and then postsynaptic stimulation causes long term potentiation (LTP) while post- and then presynaptic stimulation causes long term depression (LTD). It has been shown that the STDP curve is not constant but changes its shape when the pre- and postsynaptic potentials change (Porr et al., 2004; Tamosiunaite et al., 2006; Voegtlin, 2009; Clopath et al., 2010). For example, backpropagating spikes can change the shape of the STDP curve and distal dendrites have their own STDP curves because the dynamics of the postsynaptic potentials is much slower far away from the soma (Tamosiunaite et al., 2007a). In contrast to the previous work we investigate here how external influences can change the STDP curve. In particular we investigate how feedback inhibition in a cortical microcircuit influences spike-timing dependent plasticity.

There is an abundance of different inhibitory neurons in the cortex which have specific roles and targets (Somogyi and Klausberger, 2005). Of special interest here are parvalbumine positive (PV+) perisomatic inhibitory interneurons which innervate the somata of pyramidal neurons and therefore have a direct influence on the membrane potential of the pyramidal neurons (Freund and Katona, 2007). These cells provide fast feedback inhibition as a prominent feature of cortical processing. Pyramidal neurons excite these inhibitory cells which in turn inhibit the pyramidal neurons. The inhibition has a strong effect on the postsynaptic dynamics of the pyramidal neuron by resetting the membrane potential quickly to the resting potential (Ulrich, 2003) which is known as shunting inhibition. As stated in the first paragraph, the shape of the postsynaptic potential will determine the shape of the STDP curve. Consequently, the shape of the STDP curve will be altered in the presence of the interneuron and by the timing and strength of the feedback.

Schizophrenia is a mental illness which affects about 1% of the population and has detrimental consequences for the patients. Popular hypotheses about the cause of Schizophrenia propose a hypofunction of the inhibitory system in the prefrontal cortex which later causes a hypofunction of the prefrontal activity. However, having less inhibition in the cortex would cause actually more activity in the cortex. We provide an explanation which predicts that less inhibition causes more LTD and therefore an overall slow decay of synaptic weights. We show that the part of the STDP curve which represents LTD is shorter in the presence of feedback inhibition. This result is a possible explanation for the observed depression in the prefrontal cortex after chronic application of the NMDA receptor antagonists which is a recent model for schizophrenia (Morris et al., 2005). Our model predicts that chronic Phencyclidine (PCP) treatment widens the time window for LTD and consequently causes more LTD in the cortical micro-circuitry. Thus, we provide an explanation why paradoxically less inhibition in the cortex leads eventually to less cortical activity (Andreasen et al., 1997; Ragland et al., 2007).

There are two main hypotheses which link reduced interneu-
ron activity to schizophrenia: one states that NMDA hypofunction in cortical interneurons is responsible for less interneuron activity (Morris et al., 2005) and the other states that there is less GABA released from the interneuron through a hypofunction of the GABA synthesizing enzyme GAD67 (Guidotti et al., 2005). In order to find out which of these hypotheses is more likely to be the cause of schizophrenia we have simulated both cases in realistic GENESIS simulations involving one pyramidal and one perisomatic inhibitory neuron. We will show that the GAD67 hypothesis is the clear winner.

![Diagram of a microcircuit](image)

Figure 1: Model of the cortical microcircuit with a pyramidal cell (PC) and an interneuron (I). (A) "pre" is the excitatory input, a modelled presynaptic input into the pyramidal cell. Attached to the pyramidal cell are AMPA and NMDA receptors. "post" represents the current injection into the pyramidal cell. (B) The analytical model. The symbol $\sum$ represents a summation node and $\otimes$ multiplication. $N$ is the presynaptic input, the transfer function of the NMDA channel and $P$ being the postsynaptic input, the transfer function of the postsynaptic potential. $I$ is the feedback inhibition, which can be compared to the inhibitory interneuron I seen in (A), $\rho$ the synaptic weight of the excitatory input, $g$ the synaptic weight of the inhibitory input, and $s$ is the derivative of the postsynaptic potential in the Laplace domain.

2. Materials and Methods

First we will explain the neurophysiological circuit and then we will extract the relevant properties from it so that we are able to treat the circuit analytically. Later we will go back to the original circuit in our GENESIS model. Fig. 1A depicts a typical microcircuit which consists of a pyramidal cell and an interneuron. Attached to the pyramidal cell are AMPA and NMDA receptors which have specific functions in our model: while the AMPA receptor represents the weight $\rho$ which determines the amount of postsynaptic depolarisation, the NMDA receptor is responsible for the change in synaptic weight and therefore for a change in the number of AMPA receptors inserted into the membrane. Basically the AMPA weight change is proportional to the NMDA activation and the change (Yang et al., 1999; Lindskog et al., 2006) of the postsynaptic calcium concentration.

$$\frac{dp}{dt} = \mu \cdot \text{pre} \cdot \frac{d}{dt}\text{post}$$

where $\mu$ is the learning rate. This learning rule falls into the category of differential Hebbian learning rules (Klopf, 1986; Porr and Wörgötter, 2003) and models the STDP behaviour by employing a derivative which allows analytical treatment while preserving the desired weight change, namely that the timing of the post- and pre-synaptic events determine if the synapse undergoes LTP or LTD.

A precise definition of the weight change will be made in the sections below. A current injection into the pyramidal cell stimulates the neuron enough to generate the postsynaptic action potential. This propagates from the pyramidal cell body down through the axon, causes glutamate release thereby activating the NMDA receptors on the GABAergic interneuron, allowing an influx of calcium into the cell. If the excitation is strong enough the interneuron releases GABAergic neurotransmitters back to the pyramidal cell, inhibiting as it does so. This inhibition is usually a shunting inhibition where the interneuron resets the pyramidal cell to resting potential. Note the difference between the pyramidal neuron and the interneuron: while the EPSP (excitatory postsynaptic potential) is generated by the AMPA receptors in case of the pyramidal neuron, the EPSP in the interneuron is generated by both the NMDA and AMPA receptors. We will discuss the implications of this later on when we compare the timings of NMDA and AMPA receptors and their actual contributions to the action potentials.

2.1. Analytical derivation of STDP with Feedback Inhibition

Fig. 1B shows the formalised circuit diagram of the cortical microcircuit. In order to achieve an analytical result we need to switch to the Laplace domain which allows a simple treatment of the feedback loop. Functions in the Laplace domain have capital letters and functions in the time domain have small letters. The feedback is modelled by the transfer function $I(s)$, the presynaptic activation by $N(s)$ (for NMDA) and the postsynaptic activation by $P(s)$ (for postsynaptic). The temporal derivative in the Laplace domain becomes a multiplication with $s$.

The postsynaptic potential is represented by the standard NMDA channel model introduced by Koch (1998a):

$$n(t) = -\frac{1}{\tau_1} - \frac{1}{\tau_2} (e^{-\frac{t}{\tau_1}} - e^{-\frac{t}{\tau_2}})$$

$$N(s) = \frac{1}{(s + \frac{1}{\tau_1})(s + \frac{1}{\tau_2})}$$

where $\tau_{N1}$ and $\tau_{N2}$ are rise- and decay-constants of the NMDA channel. Note that we have omitted here the magnesium block to be able to derive an analytical solution. For a more detailed justification of this omission we refer the reader to Porr et al. (2004).

The postsynaptic potential is modelled in the same way where we have $\tau_{P1}$ and $\tau_{P2}$ for the rise and fall times:

$$p(t) = -\frac{1}{\tau_1} - \frac{1}{\tau_2} (e^{-\frac{t}{\tau_1}} - e^{-\frac{t}{\tau_2}})$$

$$P(s) = \frac{1}{(s + \frac{1}{\tau_1})(s + \frac{1}{\tau_2})}$$

which can be interpreted as the calcium concentration response to a postsynaptic stimulation.
The feedback inhibition performed via the interneuron is modelled as a first order system to minimise the complexity of the solution and because the interneurons react virtually instantly (Zaitsev et al., 2007). Of central interest is here the decay of their inhibition because this is controlled by the internal calcium buffer parvalbumin (PV). The transfer function of the feedback inhibition is as follows:

\[ i(t) = g e^{-\tau_1 t} \Leftrightarrow I(s) = \frac{g}{s + \tau_1} \tag{6} \]

where \( g \) is the gain of the feedback loop and \( \tau_1 \) the decay constant.

The total membrane potential is calculated in the following way:

\[ V(s) = \rho N(s) + P(s) - I(s)V(s) \tag{7} \]

where the function \( P(s) \) models the postsynaptic response, the function \( N(s) \) is the dynamic of the NMDA channel and \( I(s) \) the transfer function of the inhibitory neuron, hence the negative sign used.

Spike-timing dependent plasticity is modelled by the product of the NMDA conductance \( N(s) \) with the derivative of the postsynaptic potential which, for the analytical model, is just the membrane potential. Later in the GENESIS simulations we will replace it by the calcium concentration. The correlation in the time and Laplace domain is expressed as:

\[ \Delta \rho(T) = \mu \int_{0}^{\infty} n(t) \frac{d}{dt} V(t - T) dt \tag{8} \]

\[ = \mu \int_{-\infty}^{\infty} N(s)e^{-\tau_1 t} V(s) ds \tag{9} \]

which is called Plancherel’s theorem (see Porr et al. (2004) for more details). Note that the presynaptic event always happens at \( t = 0 \) and the postsynaptic event is shifted by \( T \).

Having all equations in the Laplace domain allows us to solve the feedback system analytically. Consequently, we can also calculate the STDP curve analytically (Porr et al., 2004).

We will show now analytically that inhibitory feedback influences the STDP curve in a very specific way, namely that it changes the shape of the negative part of the STDP curve \( (T < 0) \) while the positive part \( (T > 0) \) is scaled, only.

We can now solve Eq. 7 for the membrane potential \( V(s) \):

\[ V(s) = \frac{\rho N(s) + P(s)}{1 + I(s)} \tag{10} \]

Substituting Eqs. 6 and 10 into Eq. 9 yields an integral which can be solved with the method of residues. For \( T > 0 \) the solution is:

\[ \Delta \rho(T) = \int \frac{\tau_{N1}\tau_{N2}\tau_{I1}\tau_{I2}e^{-\tau_{N1} t}}{\tau_{N1} + \tau_{N2} + \tau_{I1}\tau_{I2} + \tau_{N1}\tau_{I1} + \tau_{N2}\tau_{I2} + \tau_{N1}\tau_{I2} + \tau_{N2}\tau_{I1}} dt \tag{11} \]

where we see that the timing of the STDP curve is determined by the NMDA channel dynamics (rise and decay times, \( \tau_{N1} \) and \( \tau_{N2} \)).

For \( T < 0 \) the solution looks similar but with the difference that this part of the curve is determined by the postsynaptic dynamics (rise and decay times, \( \tau_{P1} \) and \( \tau_{P2} \)):

\[ \Delta \rho(T) = \int \frac{\tau_{P1}\tau_{P2}e^{-\tau_{P1} t}}{\tau_{P1} + \tau_{P2} + \tau_{N1}\tau_{I1} + \tau_{N2}\tau_{I2} + \tau_{N1}\tau_{I2} + \tau_{N2}\tau_{I1}} dt \tag{12} \]

The third term of Eq. 12 arises from the inhibitory feedback. This term becomes strong against the other two terms if either the gain \( g \) is high or if the time constant of the feedback is similar to one of the time constants of the postsynaptic potential.

![Figure 2: Spike-timing dependent plasticity curves with altered inhibition. The first row (A-C) shows STDP curves for \( g = 0.025 \) and the second one (D-F) STDP curves for \( g = 0.1 \). The decay time of the inhibition has been altered from left to right from \( \tau_I = 20 \text{ms} \) to \( \tau_I = 200 \text{ms} \). The dotted lines indicate the beginning of the LTD time window. Other parameters: \( \tau_{N1} = 2.1 \text{ms}, \tau_{N2} = 12.1 \text{ms}, \tau_{P1} = 2.1 \text{ms}, \tau_{P2} = 20.1 \text{ms} \).](image)

Fig. 2 shows the results for changing feedback where we have altered both the feedback gain \( g \) and the time constant \( \tau_I \) of the feedback pathway. It can be seen that both parameters, gain and the time constant \( \tau_I \), influence the shape of the STDP curve. However, the inhibition only changes the shape of the negative part of the STDP curve while the positive part is scaled, only. We have added a line \( (\Delta \rho < 0.01) \) showing the beginning of the LTD time window coming from negative times.

It is clearly visible that the higher the gain of the feedback the shorter is the time window where the pyramid neuron undergoes LTD. An increase of the gain from \( g = 0.025 \) to \( g = 0.1 \) in the first column \( (\tau_I = 20 \text{ms}) \) reduces the time window from \( 80 \text{ms} \) to \( 40 \text{ms} \). Similar effects can be observed for longer values of the inhibitory decay rates \( \tau_I \). As mentioned earlier a change in the gain of the feedback loop can be caused by NMDA hypothesis in the interneuron, for example during PCP treatment. This means that less inhibition causes longer LTD time windows.

Also the decay rate of the inhibitory PSP \( \tau_I \) influences the negative time window of the STDP curve. This can be seen in Fig. 2 within one row (A-C or D-F). Here, a longer decay (C,F) causes less LTD and a shorter decay more LTD (A,D).
The shortening of the LTD window is caused by a period of LTP for negative times $T < 0$ (post → pre) in the STDP curve, especially visible in panel F. Thus, the longer the inhibition lasts the more LTP we get at about $-50ms$. This is not a strong effect but it also shortens the time the synapse undergoes LTD. Note that the decay rate of the inhibitory neuron is mainly altered by a change in the calcium buffer parvalbumin (PV). In the pathological case PV is reduced and thus, we have a longer decay rate (see panels C,F) which in turn causes less LTD (see discussion section for more on this topic).

2.2. Realistic Model of STDP with Feedback Inhibition

So far we have been dealing with an abstract model which had the advantage that it could be treated analytically. With that model we have shown that feedback inhibition reduces the width of the LTD window. However, we have not been able to determine if the GAD67 or the NMDA hypofunction model is the most likely. In the theoretical model both hypothesis have lead to the same result because they just cause a linear gain change in the interneuron. We will show that a more realistic simulation will reveal a difference because changes in the NMDA receptor activation in the interneuron or an altered GABA production will lead to different effects in the feedback loop. While a reduction in NMDA receptor activity might change spiking behaviour in the interneuron, a change in GABA concentration will directly change the amount of inhibition acting on the pyramidal neuron. For that reason we investigate in a biophysically realistic model to which extent those hypotheses have an effect on the shape of the STDP curve.

We created a realistic microcircuit using a custom version of the GENESIS-sim 2.3 modelling tool (Bower and Beeman 1998 which can be downloaded from isg.elec.gla.ac.uk) which consists of a modelled cortical pyramidal cell and an attached GABAergic inhibitory interneuron. Using the GENESIS-sim modelling tool, we created a cortical pyramidal cell composed of two compartments (one for the soma and one for the axon). The axon is connected to an inhibitory fast spiking interneuron composed of a single compartment. The interneuron in turn then causes shunting inhibition on the pyramidal neuron (Aihara et al., 2007; O’Mann and Paulsen, 2006).

The GABA inhibitory synapse is modelled as a double alpha function:

$$g_G(t) = A \cdot g_C \cdot e^{-t/\tau_{C1}} - e^{-t/\tau_{C2}}$$

where $A$ is a normalization constant chosen so that $g_G(t)$ reaches a maximum value of $g_C$. The rise time is $\tau_{C1} = 10^{-9}$ and the decay time is $\tau_{C2} = 10^{-3}$.

The post-synaptic calcium concentration $[Ca]$ is established by a low-threshold calcium current $I_{Ca}$ whose equation can be described as:

$$I_{Ca}(V_m) = g_{Ca} m^2 h(V_m - E_{Ca})$$

where $g_{Ca} = 1.75 \text{ mS/cm}^2$ is the maximum conductance value of the calcium current, $V_m$ the cell membrane potential, $E_{Ca}$ the reversal potential, the activation variable $m = -\frac{1}{\tau_{mV}[m - m_n(V_m)]}$, the inactivation variable $h = -\frac{1}{\tau_h[V - h_n(V_m)]}$, with $m_n(V) = \frac{1}{\sqrt{1 + e^{-\frac{(V - 0.06mV)}{0.15}}}}$, $h_n(V) = \frac{1}{\sqrt{1 + e^{-\frac{(V - 0.27mV)}{0.2ms}}}}$ and $\tau_h(V) = 22.7 + \frac{0.27}{\sqrt{1 + e^{-\frac{(V - 0.18mV)}{0.2ms}}}}$ for a temperature of 36°C.

The change in calcium concentration is calculated from a single-exponential model (Traub and Llinas, 1977; De Schutter and Bower, 1994) which is implemented in the GENESIS simulator:

$$\frac{dC}{dt} = B \cdot I_{Ca} - C/\tau_{Ca}$$

$$[Ca] = [Ca_b] + C$$

with $\tau_{Ca} = 30ms$, $[Ca_b] = 2mM/litre$ and $B = 10^{12}$ (see GENESIS documentation).

The AMPA conductance is calculated as an alpha function:

$$g_{AMPA}(t) = \rho(t) \cdot g_A \cdot \frac{e^{\frac{V}{\gamma}} - e^{\frac{V}{\lambda}}}{\tau_A1 - \tau_A2}$$

with rise and decay times $\tau_{A1} = 2ms$ and $\tau_{A2} = 4ms$. The AMPA receptor conductance is multiplied by the weight $\rho$ which is controlled by our learning rule (see below). The weight represents the number of AMPA receptors inserted into the cell membrane.

The NMDA conductance is calculated using (Koch, 1998b):

$$g_{NMDA}(t, V_m) = g_N \cdot \frac{e^{\frac{V}{\gamma_1}} - e^{\frac{V}{\gamma_2}}}{1 + \eta \cdot [Mg] \cdot e^{-\gamma N}}$$

with rise and decay times $\tau_{N1} = 2ms$, $\tau_{N2} = 100ms$ and maximum conductance $g_N$. The Magnesium-block parameters are: $\gamma = 0.06/mV$, $\eta = 0.33/mM$ and the magnesium concentration is $[Mg] = 2mM$. This can directly be compared to Eq. 2 from the analytical section with the only difference that we have added the magnesium-block which is needed for a realistic model of the NMDA channel.

The learning rule is similar to the one used to derive the analytical solution Eq.8 with the difference that we use the derivative of the calcium concentration instead of the membrane potential itself (Saudargiene et al., 2004; Tamosiunaite et al., 2006). Weight change results from the correlation of the
change of the calcium concentration of the pyramidal cell with the activation of the NMDA receptor:

\[ \frac{dp}{dt} = \mu \cdot g_{NMDA}(t) \cdot \frac{d}{dt}[Ca] \]  

(23)

where \( \mu \) is the learning rate and \( \frac{dp}{dt} \) is the change of AMPA receptors in the membrane.

Figure 3: Comparing the NMDA (A) with the GAD67 (B) hypothesis. A) Solid line: NMDA conductance of 15nS and dashed line with an NMDA conductance of 0 nS. Note, these curves are identical. B) STDP plot generated with different inhibition gains \( RC_3 \). Solid line is \( RC_3 = 0.5 \text{nS} \), dotted line is \( RC_3 = 0.25 \text{nS} \). Parameters were for the pyramidal cell \( g_{Na} = 65 \mu S, g_K = 0.1 \mu S, g_L = 25 \text{nS}, E_{Na} = 0.055 \text{V}, E_K = -0.090 \text{V}, E_L = -0.065 \text{V}, E_A = 0 \text{mV}, E_N = 0 \text{mV} \) and for the interneuron \( g_{Na} = 65 \mu S, g_K = 0.1 \mu S, g_L = 25 \text{nS}, E_{Na} = 0.055 \text{V}, E_K = -0.090 \text{V}, E_L = -0.065 \text{V}, E_A = 0 \text{mV}, E_N = 0 \text{mV} \).

3. Results

As mentioned before the purpose of the realistic simulations is to determine which hypothesis should be favoured: the NMDA hypofunction or the GAD67 hypofunction. We tested the microcircuit (Fig. 1) with the same stimulation protocol we used in the analytical case: presynaptically we have one presynaptic action potential in form of a delta pulse which then activates both the NMDA and the AMPA receptors. At the postsynaptic input a current injection evokes a single action potential which in turn causes an action potential in the interneuron. The time \( T \) between pre- and postsynaptic current injection is defined as before.

3.1. NMDA hypofunction

We first tested the NMDA hypofunction hypothesis which states that reduced NMDA activation in the perisomatic interneurons will lead to less inhibition. This in turn should then lead to a wider LTD window. Consequently we changed the NMDA conductance \( g_N \) from its normal value 15nS to 0nS. This can be seen in Fig. 3A. However, the STDP curves for both conditions 15nS and 0nS are identical where the latter actually means that we have no NMDA channels at all. What is the reason that the NMDA receptor has no influence on the shape of the STDP curve? The reasons behind it are the different reaction times of NMDA and AMPA receptors. The EPSPs of the NMDA channel always happens a bit later than the EPSP generated by the AMPA channel so that the interneuron is already spiking when the NMDA channel contributes to changes in the membrane potential. For that reason the NMDA receptor does not contribute to the spiking of the interneuron.

In order to strengthen the point that the NMDA receptor in the interneuron has no contribution to the shape of the STDP curve we ran 3 simulations where we first increased the NMDA conductance and then switched off the AMPA channel (see Fig. 4). Note that for standard interneurons the maximum conductance of the NMDA receptor is about 10% of the AMPA receptor, meaning that the contribution to an EPSP is mainly through the AMPA receptor (Angulo et al., 1999). However, to investigate the influence of the NMDA receptor we increased its conductance from 15 nS to 90 nS making the NMDA receptor two times stronger than the AMPA receptor (see Fig. 4 solid line). However, the increase in NMDA conductance does not change the shape of the STDP curve compared to the control condition (line with crosses). This confirms what has been said in the previous paragraph: the NMDA receptor is too slow so that the AMPA receptor has already caused the interneuron to spike. Finally, to investigate the contribution of the NMDA receptor itself to the STDP curve we switched off the AMPA receptor completely (dashed line) and leave the NMDA conductance at 90 nS because at 15 nS the interneuron would not spike. In this case we get the same STDP curve but shifted about 1ms to the right. This is expected because it is the slower reaction time of the NMDA receptor which causes the interneuron to spike slightly later. However, at this point we have created a very unrealistic situation to see an effect at all: the NMDA conductance is six times higher than normal and there is no AMPA channel. Coming back to normal AMPA and NMDA conductances makes it clear that spikes in interneurons are caused by AMPA channels and not by NMDA channels. In conclusion it seems so that reduced NMDA receptor activation will not lead to a change in the STDP curve because the contribution of the NMDA receptor is too small and it reacts too slow against the AMPA receptor.

Finally, we also tested the overall robustness of the model. The STDP shape is robust to variation of the NMDA and AMPA conductances on both the interneuron and the pyrami-
Two major hypotheses have been brought forward: one centers on the hypofunction of inhibitory neurons in the prefrontal cortex (Paz et al., 2008; Lisman et al., 2008; Lewis et al., 2005). However, there are conflicting views on which defect is more likely to cause more synaptic depression. The results from our realistic simulations point clearly towards the GAD67 hypothesis.

The predicted sustained long term depression in the cortex will also lead in the long run to the pruning of the affected synapses (Shinoda et al., 2005). The link between synaptic pruning and Schizophrenia has been investigated for nearly 3 decades (Feinberg, 1982; Rapoport et al., 2005; Iglesias and Villa, 2007) and is well established. Consequently, the results of our study suggest that the synapses which have undergone LTD for a sustained time will be pruned and will no longer be part of the cortical network.

In this paper we have focussed on the loss of inhibitory function. Other argue that there is some evidence that the number of PV cells is reduced (Beasley and Reynolds, 1997) and also that the number of axon terminals on the axon initial segment is reduced (Pierri et al., 1999). However, the general consensus tends towards a loss of function, reflected in PV and GAD67 expression (Straub et al., 2007; Guidotti et al., 2005), a reduced NMDA mediated input as well as a reduced inhibitory output (Kehrer et al., 2008).

3.3. GAD67 hypothesis is more likely than NMDA hypofunction

Comparing the results it is apparent that a reduced GAD67 hypofunction is most likely the cause for cortical hypofunction rather than the NMDA hypofunction. This is because the NMDA receptors contribute poorly to the EPSP in the interneuron in contrast to the much stronger AMPA receptors. On the contrary the GAD67 defect reduces the GABA release gradually and will always lead to a reduction in inhibition. In other words: small changes in GAD67 will lead to small changes in the STDP curve and vice versa. For that reason the GAD67 hypothesis seems to be more probable.

4. Discussion

We have shown that a reduction of inhibitory function in cortical micro-circuits increases the contribution of LTD in spike timing dependent plasticity. We tested the so called NMDA hypothesis and the GAD67 hypothesis to find out which one is the most likely candidate to cause more synaptic depression. The results from our realistic simulations point clearly towards the GAD67 hypothesis.

Figure 5: Relation between the GABA inhibition and the LTD amplitude: plot of the normalised LTD amplitudes against the $\text{g}_{\text{Cl}}$ conductance on the pyramidal neuron. Normalisation against the LTD amplitude at $\text{g}_{\text{Cl}} = 0.75 \text{nS}$.

### 3.2. GAD67 hypofunction

The second group of simulations were done by reducing the conductance of the GABA synapse, simulating a reduction of the GABA release due to a hypofunction of GAD67. We determined the STDP curve using inhibitions of different strengths (see Fig. 3B) by changing the Cl conductance from 0.75 nS to 0.25 nS. With strong inhibition we have the same STDP curve as in Fig. 3A that was generated for $\text{g}_{\text{Cl}} = 0.75 \text{nS}$. With less strong inhibition the depth of LTD increases from −0.01 to −0.02 while the LTP part is unaffected. Thus, a reduction of GABA to a third of its original value leads to a change of the LTD part of the STDP curve.

In contrast to the NMDA hypothesis the GAD67 hypothesis is a rather gradual phenomenon because the GABA release can be gradually reduced which can already be seen in Fig. 3B: the more inhibitory gain the less LTD. To demonstrate this more clearly we have plotted in Fig. 5 the relation between the inhibitory gain $g_{\text{Cl}}$ and the amplitude of the LTD part of the STDP curve. The conductance $g_{\text{Cl}} = 0.75\text{nS}$ is our reference point as it is the conductance under normal conditions. If we decrease the conductance, the LTD amplitude increases gradually to about two times the original level at $g_{\text{Cl}} = 0.1\text{nS}$ and then increases to over four times the original amplitude. The shape of the curve is approximately that of an $f(x) = 1/x$ function which is expected for shunting inhibition.

In conclusion we see that the STDP curve will change rather gradually with altered GABAergic inhibition. This also means that even small changes in the GABA release will actually cause changes of the shape of the STDP curve because it is a linear process.

Virtually all modern hypotheses about Schizophrenia focus on the hypofunction of inhibitory neurons in the prefrontal cortex (Paz et al., 2008; Lisman et al., 2008; Lewis et al., 2005). However there are conflicting views on which defect in the inhibitory neurons is responsible for its hypofunction. Two major hypothesis have been brought forward: one centres around NMDA hypofunction and the other around a reduction in GABAergic inhibition.
of GAD67 where the latter is an enzyme responsible for the synthesis of GABA. We are first discussing the GAD67 hypothesis and then the NMDA hypothesis.

GAD67 is an enzyme that synthesises GABA in the inhibitory neurons (Straub et al., 2007; Guidotti et al., 2005). Indeed a strong reduction of GAD67 is found in the prefrontal cortex of Schizophrenic patients (Akbarian et al., 1995). GAD67 in turn is driven by TrkB which is also reduced in Schizophrenic patients and is a strong candidate for the actual cause of Schizophrenia (Lewis et al., 2005). A reduction of GAD67 works on the release side and is therefore graded. In the GAD67 model a reduction of GABA release could be virtually any fraction compared to control whereas NMDA hypofunction can only change the number of spikes after an EPSP in the inhibitory neuron. The less GAD67 is synthesised in the interneuron the less GABA will be released which causes a rather gradual reduction in inhibition. This model is straightforward and can easily explain the cortical hypofrontality in Schizophrenia and has a direct effect on the STDP curve.

In contrast to the GAD67 hypothesis the NMDA hypothesis is rather inconsistent. The model for NMDA hypofunction gains its momentum from the effects which NMDA antagonists have on cortical and cognitive function, especially Ketamine and PCP (Morris et al., 2005). Administered in humans, they cause instantly hallucinations and other symptoms known from Schizophrenic patients. In rodents after chronic application they impair extra-dimensional set shift tasks which are associated with prefrontal cortical dysfunction (Egerton et al., 2008). Note the difference in the experimental setup: while in humans the deficits show up instantly after application of PCP or Ketamine, in the animal model they appear only after chronic application of 5 days or more.

The observed effects point to a rather complex interaction of different factors compared to the straightforward interpretation of the GAD67 hypothesis. From our simulations above we have learned that a reduced NMDA receptor activity will not lead to a change in STDP. From that it is clear that STDP seems not to be the cause for the long term effects after chronic administration. We need to look closer into the effects of the NMDA antagonists.

An interesting aspect of the NMDA hypothesis arises from the fact that this is an input related defect: NMDA hypofunction needs to be detrimental enough to prevent spiking in the interneuron or at least is able to reduce the number of spikes. This can only work if the NMDA receptors have a strong contribution to the EPSP in interneurons. However, even a “strong” contribution of the NMDA receptor to the EPSP seems to be only in the range of a few percent (Angulo et al., 1999) which weakens the point that NMDA hypofunction has a strong influence on the spiking behaviour of interneurons.

So far we have been discussing only a change of the gain of the inhibition and not the timing of the inhibition. Neurons which have reduced NMDA functioning contain the Calcium buffer parvalbumin (PV). This buffer modulates especially the decay of the Calcium concentration after a spike. There is evidence that in Schizophrenic patients the parvalbumin concentration in the interneurons is reduced. This leads to a longer time constant of the calcium decay after a spike in the interneuron. It has been proposed that the reduction of PV in Schizophrenia is a compensatory mechanism which aims to increase the gain of the interneurons and therefore the inhibition (Lisman et al., 2008). However, we have shown in the GENESIS model that the longer inhibition by the Ca dynamics has no influence on the STDP curve.

On the network level this looks a bit different because a diminished NMDA activation will have an effect because of less longer lasting inhibition. This means that on the network level less NMDA activation will lead to more activity. This has been recently pointed out by Lisman et al. (2008) who proposes that cells in fact reduce their PV concentration to “fake” the longer NMDA activation in interneurons. While this has no effect on the STDP curve this is an important property for network stability which leads to the last point, namely network effects.

This study has dealt with feedback inhibition and how it influences spike-timing dependent plasticity. While mainly basket cells are responsible for feedback inhibition, Chandelier cells are mainly responsible for feedforward inhibition. However, Chandelier cells do not innervate the cell body but the initial axon segments of the pyramidal neurons ("cartridges") and have therefore little influence on the somatic potential which in turn is responsible for the shape of the STPD curve. A hypofunction of the chandelier cells has strong effects on the wider cortical network, especially working memory. In these wider networks oscillations in the gamma frequency range are important to guarantee proper processing. This goes far beyond this paper as it requires a working memory model and will be investigated in the future.

The classical model of spike-timing dependent plasticity measures the time between pre- and post-synaptic potentials and then looks up the weight change in a predefined function. Generally this is either created specifically, or is derived from rather computational principles, for example, the “spike response” model (Jolivet et al., 2003). Recently, this classical model has been improved by taking into account the postsynaptic potential (Clopath et al., 2010). In our case the STDP curve emerges by integrating the learning rule (Eq. 8) which is based on biophysical parameters. The advantage of this is that we are not limited to two discrete time events (e.g. pre- and postsynaptic spike) but can actually calculate STDP in a network with many inputs without complicating the model and/or increasing the computational complexity (Tamosiunaite et al., 2006). This is especially important in our model where we have three events occurring; the pre-synaptic input, the post-synaptic input and then the third being the inhibitory feedback from the interneuron. This model could also be extended to include more complex dendritic input dynamics which arise when we take into account backpropagating spikes and local calcium spikes in distal dendrites as investigated in Tamosiunaite et al. (2007a,b). However, this would go far beyond the scope of this paper and would prevent an analytical treatment so that we have concentrated here on short range connectivity close to the soma which can be assumed to happen simultaneously.

The learning rule (Eq. 23) uses the derivative of the calcium concentration (Eq. 19) which in turn has been modelled as a first
order low-pass which lump together the biophysical parameters of the calcium dynamics (De Schutter and Bower, 1994) caused by the influx of calcium through the NMDA channel (De Schutter and Bower, 1993). Our phenomenological model about the calcium dynamics could be enhanced by a more detailed calcium model as outlined in Rubin et al. (2005) which takes into account the complex interactions between the calcium channels and the calcium concentration. However, this would make a direct comparison between the analytical and biophysically realistic model more difficult.

Possible ways of treatment are consequently the boosting of the inhibitory system. Our plasticity model predicts that those drugs should be successful which increase the “gain” of the inhibitory system. For example, benzodiazepines increase the gain of the GABA transmission by increasing the frequency of the Cl channels. On the other hand, we predict that GABA agonists will not be suitable to boost LTP in the cortical circuitry because they just increase the inhibitory bias on the pyramidal neurons but not the change of the postsynaptic potential which is ultimately responsible for the shape of the STDP curve.
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